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Fig. 1: V iew of the virtual scene in MR. In the conditioning stage view (left), there are two interactable virtual boxes (white boxes placed
at the edge of the table), and a physical box is placed on the table (brown box at the back). With the grab pose in positive conditioning,
hands do not go through the box (center-left); the grab pose in negative conditioning shows two see-through boxes improperly stacking
and a hand going through the box, with the physical box and its sticker at the back visible through the box (right-left). In the trial stage
(right) view, there is a 9-button 3×3 grid with a round-shaped push button having a blue button and grey rim (left-right). Buttons are
then highlighted one at a time in red with all the white glow buttons and rims (center-right). A calming pattern in the break between
rounds is shown through rims turning black one at a time (right-right).

Abstract—A prerequisite to improving the presence of a user in mixed reality (MR) is the ability to measure and quantify presence.
Traditionally, subjective questionnaires have been used to assess the level of presence. However, recent studies have shown that
presence is correlated with objective and systemic human performance measures such as reaction time. These studies analyze the
correlation between presence and reaction time when technical factors such as object realism and plausibility of the object’s behavior
change. However, additional psychological and physiological human factors can also impact presence. It is unclear if presence can be
mapped to and correlated with reaction time when human factors such as conditioning are involved.
To answer this question, we conducted an exploratory study (N = 60) where the relationship between presence and reaction time was
assessed under three different conditioning scenarios: control, positive, and negative. We demonstrated that human factors impact
presence. We found that presence scores and reaction times are significantly correlated (correlation coefficient of −0.64), suggesting
that the impact of human factors on reaction time correlates with its effect on presence. In demonstrating that, our study takes another
important step toward using objective and systemic measures like reaction time as a presence measure.

Index Terms—Radiosity, global illumination, constant time

1 INTRODUCTION

As Mixed Reality (MR) applications steadily permeate domains ranging
from entertainment to education [50], understanding the user experience
in this digital interface is important. Central to this experience is en-
abling and measuring the sense of presence, a user’s immersive feeling
of “being” within a virtual environment (VE). Traditionally, subjective
questionnaires have been used to assess the level of presence. However,
a recent study has shown that presence correlates with objective and
systemic human performance measures such as reaction time [15]. This
research examines the relationship between presence and reaction time,
considering variations in technical factors such as object realism and
plausibility of the object’s behavior. While the technological aspects
of MR influence the sense of presence [64], psychological [43] and
physiological factors [48] also wield considerable influence [45, 57].
Therefore, any approach to measuring presence should be sensitive to
these human factors.

An important human factor that influences presence is condition-
ing [16, 31, 80], which, in this context, delves into how a user’s prior
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experiences or exposures (immediate or in the past) dictate their sub-
sequent interactions and expectations in MR [45, 90]. A subtle yet
impactful priming can be paired with more direct interventions such
as training, which methodically imparts specific skills or knowledge to
users. Our emphasis on conditioning is due to its unique characteristics
compared to other human factors such as emotions [35], agency, and
lifelong habitude [19, 26, 55], which are susceptible to external influ-
ences, lack intervention points, or are less adaptable over short time
scales [55]. Also, conditioning allows more active influence over user
behavior [31] and is adaptable through consistent exposure [11]. The
additional factors, such as users’ exposure to related technologies such
as Virtual Reality (VR), Augmented Reality (AR), and gaming, can
also be impactful.

Recognizing the multifaceted nature of user engagement, we con-
ducted a comprehensive between-subjects study with 62 participants.
These participants were evenly divided among three distinct condi-
tioning scenarios: positive, negative, and control, with each group
consisting of 20 individuals (2 participants were excluded from the
analysis due to technical difficulties). Participants had diverse expo-
sures to VR, AR/MR, and gaming within these groups, ranging from
novices to experienced users.

The premise of our study is straightforward: while negative condi-
tioning might lead to heightened presence and faster reaction times due
to increased immersion, positive conditioning could curtail this sensa-
tion of presence, resulting in more sluggish response times. The control
group, meanwhile, would serve as a comparative baseline. However,
overlaying this was the variable of technological familiarity; would
seasoned AR/VR and gaming enthusiasts react differently compared to
their less-experienced counterparts?
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Our study navigates the intricate interplay between conditioning,
presence, and response time in MR to bring forth insights into the
effect of human factors on the presence and its correlation with reaction
time. By investigating the effect of human factors on the correlation
between presence and reaction time, we enable a richer, more nuanced
understanding of objective performance measures in MR. As the MR
landscape evolves, such insights can guide developers and researchers
in crafting experiences that resonate with users, ensuring immersive
and intuitive interactions.

To understand the relationship between conditioning, presence, and
reaction time, this work makes the following contributions.
Contribution 1: We explore the relationship between human factors
and presence. To do so, we design experiments that observe users’
sense of presence using presence questionnaires and a prompt question
in MR under various conditioning scenarios.
Contribution 2: We conduct an exploratory lab study (N = 60) to
demonstrate that conditioning can alter presence but has the opposite
effect, i.e., positive conditioning decreases presence, and the effect of
conditioning is enhanced under prior exposure to gaming.
Contribution 3: We demonstrate that a change in presence correlates
with a change in reaction time when human factors vary. We also show
that presence and reaction time exhibit a negative correlation.

2 BACKGROUND AND RELATED WORK

This section discusses prior work on measuring presence, including
subjective questionnaires and human performance measures, and the
relationship between conditioning, presence, and reaction time.

2.1 Measuring Presence in MR

Our definition of MR leans towards AR on Milgram’s reality-virtuality
spectrum [51], blending virtual objects with the real world. MR lets
users engage with both realities and for simplicity, we will consis-
tently refer to this as MR in our paper. Prior research highlights
that the essence of the virtual experience hinges on the sense of
presence — that feeling of “being there” within a VE. It is not
just about high-fidelity graphics; the interaction should also mirror
real-world engagements. Accurately measuring presence in any VE
(AR/VR/MR) presents unique challenges. Traditional methods of
measuring this immersion have relied on post-experience question-
naires [22, 29, 58, 63, 65, 66, 75, 94], capturing users’ retrospective
feelings about the VE to assess elements like sensory fidelity and emo-
tional engagement. While they are easy to administer, their reliance on
memory and the absence of dynamic real-time insights hinder compre-
hensive assessments [67].

Additionally, traditional tools for measuring presence were de-
fined primarily for the fully immersive virtual environment (VR) [82].
While there have been attempts to tailor these tools specifically for
AR/MR [25, 53, 59, 81, 82], they often measure auxiliary factors rather
than the intrinsic sensation of presence itself [88]. However, prior
studies suggest that the questionnaires developed for VR can still be
useful when all users experience the same type of environment even
if the environment is not fully immersive, such as AR/MR [86, 91].
Presence questionnaires are used to explore the subjective experience of
presence rather than the link between perceived presence and aspects of
technology; therefore, they can be employed anywhere on the virtuality
continuum. Recent work by Chandio et al. establishing the relationship
between presence and reaction time [15], when technical factors are
manipulated, also strongly justifies using VR questionnaires in MR.

2.2 Presence and Reaction time

Researchers have explored objective measures for presence, recogniz-
ing the shortcomings of subjective measures [63, 67, 69]. In recent
years, researchers have analyzed behavior-based metrics [36, 76] such
as examining automatic responses, including facial expressions [76],
posture [23], and startle reflexes [93], among others. Prior work
has explored leveraging physiological responses such as heart rate
changes [28, 44] and skin conductance [48]. However, they can be
inconsistent and sometimes unrelated to presence levels [48].

As the search for a reliable and objective measure continues [61],
a human performance-based measure of reaction time1 emerges as a
promising candidate [5, 7, 8, 33, 47, 74, 75]. The reaction time captures
the immediate response of a user while highlighting its potential as a
real-time indicator of presence. Recent work by Chandio et al. [15]
has demonstrated a correlation between presence and reaction time
in MR; as the presence degraded, the reaction time went up and vice
versa. Their experiment with two major technical factors related to
the presence (plausibility and realism [73, 78]) also suggests that as
users feel more immersed, their reactions become more swift. Thus, by
combining reaction time with conventional measures, we can gain a
richer, more holistic understanding of a user’s presence, pushing the
boundaries of what MR can achieve.

2.3 Human Factors and Presence
A combination of technical and human factors influence the presence
in MR. Prior work has explored how presence is impacted by technical
factors such as visual realism [68, 71], field of view (FoV) [4, 12,
18], and level of details [95]. However, there is limited research that
directly analyzes how presence is affected by human factors such as
agency [39], emotion [19, 85], individual expectations [46, 89], genetic
predispositions [13, 24], life-long habitude perceptions [19, 26, 55], and
conditioning [45,90]. Furthermore, only a few studies explore the roles
of technical and human factors on presence in combination [38, 39].
However, the scope of prior work was limited to VR and leveraged only
subjective questionnaires as a measure of presence.

2.4 Conditioning, Presence and Reaction Time
There is a gap in understanding how technical and human factors
might interplay to cultivate presence and how this interrelation impacts
the relationship between presence and reaction time. Our research is
pioneering in its approach to delve into human factors systematically.
Our investigation aims to discern the relationship between presence and
response time, especially when viewed with human factors. We focus
on conditioning, a psychological process where a response to a stimulus
becomes more predictable or probable through reinforcement [16].

Our emphasis on conditioning is due to its unique characteristics
compared to other human factors. While emotions [19], agency [35],
individual expectations [46], genetic predispositions [13, 24], and life-
long habitude perceptions [55] are significant, they differ fundamentally
from conditioning in the context of presence [27, 57, 91]. For example,
emotions are inherently transient and susceptible to numerous influ-
ences, posing challenges in consistent measurement [55]. In contrast,
conditioning offers a systematic approach that can help identify re-
sponse patterns to stimuli over time. Agency, another intrinsic factor,
pertains to a user’s perceived control in a VE, which is heavily influ-
enced by scene design. Genetic predispositions provide insight into
innate user tendencies but lack intervention points, whereas condition-
ing allows active behavioral influence [16, 27]. Life-long habitude
perceptions, deeply ingrained over time, also influence virtual interac-
tions. However, unlike the more dynamic nature of conditioning, these
perceptions are less adaptable in short-term studies [26].

Conditioning, however, directly impacts how users interact with VEs,
allowing more active influence over user behavior [31]. Conditioning
can also adapt and potentially alter these perceptions through consistent
exposure [11]. To summarize, while various factors contribute to the
virtual experience, conditioning emerges as a pivotal research focus
due to its adaptability and direct influence potential.

3 APPROACH

This section overviews our approach, outlines our hypothesis, and
details our experiment design choices,

3.1 Overview
The intricate nature of human perception and response in MR can be
significantly shaped by conditioning [80]. It is deeply rooted in psycho-
logical frameworks that can profoundly influence presence by setting

1Reaction time is the time a user takes to respond to a cue.



predefined emotional states or expectations in participants [78,90]. Two
cornerstones of conditioning theory – classical and operant condition-
ing – were established by Pavlov [56] and Skinner [72], respectively.
They demonstrate the responsiveness of individuals to stimuli when
paired with either a positive or negative reinforcement. These principles
in MR may help understand how participants might engage with and
perceive the virtual environment.

The snapshot of how the conditioning will formulate the expectation
of users and their presence is presented in Figure 2. When exposed to
positive conditioning in MR, users will perceive scenes to be more real-
istic with intuitive interactions and appropriate feedback mechanisms.
As suggested by Vroom’s expectancy theory [87], this positive framing
can raise their expectations, possibly resulting in heightened engage-
ment and an enhanced sense of presence during the conditioning stage.
An ancillary effect of this positive conditioning can be correlated with
their response times. The alignment of the MR environment with the
user’s positive expectations might correlate with fluid interactions and
quicker response times, reflecting their heightened state of immersion.
However, during immediately subsequent interactions, any deviation
from this positively conditioned experience, perhaps in the form of
a more complex or different MR scene, might not only diminish the
sense of presence due to a stark contrast from the initial conditioning
but can correlate to slower reaction times. This delay can be attributed
to the cognitive overhead of reconciling the disparity between their
positive conditioning and the new, contrasting MR environment. This
behavioral bias resonates with the effective priming theory [6], where
prior positive exposure might shade subsequent interactions.

Conversely, negative conditioning, characterized by challenging
interfaces or frustrating user experiences, prepares participants to expect
more of the same difficulties. Such initial experiences might make them
more alert and responsive, correlating to an enhanced sense of presence
and quicker response times in the next MR encounter, especially if
it’s more realistic than the conditioning phase. Here, the cognitive
dissonance theory [21] becomes particularly relevant, suggesting that
users might experience discord if the actual MR experience contrasts
sharply with their negative conditioning.

Control conditioning provides users with an unbiased experi-
ence [17]. In this setting, MR presence reflects the scene’s design
and interactivity, uninfluenced by any immediate prior experiences and
pre-set bias, echoing the importance of minimizing cognitive bias in
perception [40]. Response times in this condition represent a user’s
inherent interaction with the environment without the influence of prior
conditioning [42]. Therefore, it serves as a baseline for our study,
against which we contrast and evaluate the outcomes from the positive
or negative conditioning.

3.2 Hypothesis
Given these observations, we hypothesize that the strategic application
of conditioning within MR settings can influence the user’s sense of
presence and their reaction times to stimuli. Faster or slower response
times can provide insights into a user’s cognitive state and their level of
immersion [52, 84, 92]. By calibrating initial experiences, researchers
can anticipate and analyze subsequent user behavior and perceptions.
Our hypothesised (H) are as follows:
H1: Manipulation in conditioning leads to a change in presence.
H2: a Prior exposure to gaming impacts presence.

b Prior exposure to AR impacts presence.
c Prior exposure to VR impacts presence.
d Interaction between gaming exposure and conditioning

impacts presence.
H3: During conditioning, if a participant interacts with highly realistic

objects with plausible behaviors, their level of presence during
the trial would be lower than the control group.

H4: During conditioning, if a participant interacts with less realistic
objects with implausible behaviors, their level of presence during
the trial would be higher than the control group.

H5: A change in the presence of a participant correlates to a change in
the participant’s reaction time.
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Fig. 2: Interplay between Conditioning and Presence.

H6: The sense of presence for a participant will change over time
during a single session.

H7: Presence and reaction time are correlated.

3.3 Experimental Design
To evaluate our hypotheses on assessing the correlation between the
presence and reaction time and how they are affected by human factors
such as conditioning, we structured our experiment in two stages: the
conditioning (C) stage and the trial (T) stage. During the conditioning
stage, our objective is to shape participants’ expectations for the sub-
sequent trial, modulating their perception and response to stimuli and
allowing us to observe the impact on presence under varied condition-
ing settings. In crafting our virtual scenes, we have striven for a balance,
ensuring they are neither overly complex nor too simplistic, optimizing
user engagement in both stages of the experiments [15, 33, 77]. To
create positive and negative conditioning; and trials afterward, we use
technical factors such as realism (appearance of objects), plausibility
(behavior of objects), and interactions as priming knobs.

3.3.1 Conditioning Stage Design
To assess the effect of conditioning on presence and reaction times, we
divide users into three groups: positive conditioning (PC), negative
conditioning (NC), and a control group. We temper users’ expectations
in PC and NC groups to see how it would affect their presence and
reaction times in the subsequent trial (PT and NT, respectively). The
control serves as a baseline in the study, and the users do not engage in
the conditioning stage experiment.

For conditioning experiments, we designed a scene with one phys-
ical box2 and two interactable virtual boxes [2] visually represented
in a solid white color to exude realism. In PC, virtual boxes closely
mimic real-world expectations: they can not float in the air and remain
impervious to other objects passing through them. Interactions were
managed through built-in hand tracking, enabling users to use their
hands and fingers to grab, stack, and move the box consistent with
real-world interactions (pointing or clicking gestures were excluded
from the conditioning experiment interaction design) [9]. For instance,
to move the box, one would need to grab it from the sides or bottom or
push it by hand or with a machine/object. This precise hand-tracking is
a feature and a bridge to a more immersive experience. Ensuring vir-
tual interactions align closely with real-world expectations minimizes
cognitive strain [34] and can enhance the presence as a byproduct.

In the NC stage, the virtual boxes retained their white color but
were rendered transparent, allowing users’ hands to pass through them,
which visually deviates from real-world expectations. All interactive
capabilities and physics models were removed: boxes hovered in the
air and moved randomly in front of users without any physical initia-
tion. The absence of colliders meant the boxes could intersect, further
straying from real-world behavior. In essence, users’ actions yielded
no tangible results, and the boxes exhibited unrealistic appearance and
implausible behavior.

3.3.2 Trial Stage Design
Drawing from cognitive load theory [79, 83] and embodied cogni-
tion [62], we devised a task based on pattern recall where user actions

2The shape, texture, and size of the physical box is not relevant to our
experiment and is only used to influence the user subconsciously.



Fig. 3: Direct hand interaction poses for button press task [49].

Ready Hold Grab/Move/Rotate
Fig. 4: Direct hand interactions for grab, move, and rotate tasks [49].

mirror real-world interactions, commonly known as Corsi’s 3D block-
tapping test [10], a measure of short-term visuospatial memory. Our
objective is not to measure cognitive strain or memory retention. In-
stead, we use this task to craft an engaging scene, enabling users to
immerse themselves and allowing us to evaluate the effect of condition-
ing on presence and reaction times. Also, since we are not assessing
the task’s difficulty as part of our hypothesis, we do not increase the
complexity throughout the trials.

3.4 Interaction Design

Interactions in our experimental task required users to use their hands
continuously. We positioned elements with ergonomic considerations
to prevent muscular fatigue [32]. We adhered to Hololens2 near interac-
tion and placed primary interaction elements (boxes and buttons) within
35-50cm of the user’s abdomen [2]. To minimize accidental selections,
we introduced and instructed users to adopt hand poses aligned with the
Hololens2 standard interaction paradigm. Pointing button press hand
pose for the trial stage (shown in Figure 3) and a grab pose (shown in
Figure 4) for the conditioning stage. In the trial stage, the interaction
mechanism is a physics-based pressable round push button designed in
Unity3D, simulating real-world button dynamics. This virtual button
mimics the tactile feel of a real spring button, requiring a deliberate
and physical push to register as a click, offering visual and auditory
feedback upon interaction. Users can only use the index finger of
either hand to complete the button press task, as shown in Figure 3.
Auditory feedback is integrated through Microsoft spatializer [3] to
create the perception that a sound originates from a specific button in a
scene. Furthermore, virtual buttons were placed on the table surface to
compensate for the haptic feedback.

3.5 Accounting for Prior Exposure

Research has shown that gamers possessing enhanced cognitive [30]
and spatial capabilities [20] often experience heightened presence
within the virtual environment. This amplified presence likely stems
from their familiarity with digital interfaces and honed ability to nav-
igate and process intricate virtual scenes [37, 94]. While we did not
target individuals based explicitly on their gaming exposure during
recruitment, we strategically placed them into groups as participants
enrolled. This allocation ensured a balanced distribution rooted in
their prior gaming experience. Such an approach becomes even more
significant when considering the enduring and cumulative nature of con-
ditioning. As elucidated by foundational works, conditioning, closely
interwoven with experience, accumulates and augments user behavior
with every repeated exposure [56, 60]. Through our sequential assign-
ment methodology, we aimed to mitigate any potential confounding
effects that the interplay between game familiarity and the accumulative
aspect of conditioning might introduce to our study.

4 USER STUDY

This section presents the details of our user study, experimental tasks,
measures, and procedures.

Table 1: Demographic data and media usage (past 5 years) across
all conditions and participants. The key for frequency: never/almost
never; rarely (< 2times); occasionally (a few times); frequently in the
past; frequently (> 2times/month).

demographics # participants (from a total of 60 participants)
gender 24 female; 35 male; 1 preferred not to answer
age mean = 22.7 years (STD = 4.43)
frequency of
VR experience

16 never used; 20 rarely; 18 occasionally;
3 frequently; 3 frequently in the past

frequency of
AR/MR experience

17 never used; 21 rarely; 19 occasionally;
2 frequently; 1 frequently in the past

frequency of
Gaming

6 never used; 7 rarely; 16 occasionally;
25 frequently; 6 frequently in the past

4.1 Participants
Sixty-two participants took part in the study. Due to technical issues,
two participants were excluded, resulting in 60 remaining participants
for data analyses. Twenty participants were included in each condi-
tion (positive, negative, and control). All participants volunteered and
provided written informed consent. They received $15 for their par-
ticipation. All the participants had normal or corrected normal vision
with contact lenses or glasses. The demographic distribution and media
usage of participants can be seen in Table 1. The institution’s ethics
committee approved the study.

4.2 Material
We conducted this study on Hololens 2 [1], a self-contained device
with a holographic processing unit with a Qualcomm Snapdragon 850
CPU, featuring eye, spatial, and hand-tracking capabilities, and dual
displays with a 1440×936 pixels resolution with 110°FoV. We selected
this device due to its direct view of the real world, which is crucial
for safety-critical applications. Virtual scenes are crafted in Unity3D
optimized for the Universal Windows Platform.

4.3 Experimental/Study Stages
The study is divided into two: the conditioning stage and the trial
stage. Based on the group (positive, negative, and control),
participants’ experiences in the conditioning stage varied, but the trial
stage remained the same for all the participants.

4.3.1 Conditioning Stage
In PC, we immersed participants in the box scene with realistic appear-
ance, behavior, and interaction (see more details in §3.3). Boxes were
placed on the table in front of the participants, as shown in Figure 1
(left-left), and we asked them to interact with the boxes as if they were
real, as illustrated in Figure 1 (left-center). We instructed participants
on performing the grab, drag, move, and rotate interactions with the
box. After 3 minutes of being immersed in the scene, participants
were prompted by the study director to rate, on a scale of 1 to 10, their
sense of connection to the virtual world, with the prompt question: how
connected do you feel to this virtual world? and ended this stage. The
prompt was explained to the participants during the initial briefing. In
NC, we immersed participants in box scene with no interactions and
control, and boxes were not placed at the table in front of them, shown
in Figure 1 (left-right). All the other steps remained the same as PC.
In control, participants did not engage in the conditioning stage and
directly advanced to the trial stage.

4.3.2 Trial Stage
Participants engaged in a memory puzzle task spanning ten trials for
each condition. During each trial, the buttons lit up, and their rims
were sequentially highlighted, constructing a distinct pattern from a
predefined list, shown in Figure 1 (right-center). Once the pattern was
shown, the buttons returned to their standard blue shade with grey rims
(shown in Figure 1 (right-left)). Participants’ task was to replicate the
pattern, pressing the buttons in the precise order they were highlighted.

After replicating the pattern, participants received auditory feedback,
seamlessly integrated using Microsoft spatializer plugin [3] to maintain
their sense of presence, avoiding break-in presence [14]. A distinct



correct sound played, signaling the correct identification of the button
and its order in the sequence. However, if the selection was incorrect,
an alternative incorrect sound was played to indicate the discrep-
ancy. This audio feedback was to prime the participants to focus on
correctness rather than quickly finishing the experiment. Participants
were familiarized with these auditory cues during the initial briefing. A
25-second relaxation interval was initiated right after replicating the pat-
tern. Here, participants observed a dummy calming pattern (shown in
Figure 1 (right-right)) and were advised not to memorize it to memory
(details in §4.6). Their attention was instead steered towards patterns
shaped by the sequential red rims after the relaxation pattern. During
relaxation, we asked the participants the same prompt question at the
end of conditioning to assess the time-varying nature of presence.

Furthermore, the custom-developed application recorded various
data points as participants engaged in the trial stage. To construct a
comprehensive response time profile, timestamps of all events, such
as button highlights, presses, relaxation pattern phases, and transitions,
were captured concurrently in a separate thread. We also logged the
sequence the participant entered and compared it against the prede-
fined pattern highlighted to the participant. A comparison of the two
determined the pattern accuracy: a perfect match indicated the correct
pattern identification. An exact sequence match further categorized
the input as “correct order and pattern”. Otherwise, it was tagged as
“correct pattern only”. Although we are not evaluating memory reten-
tion in our study, this data was logged to disregard the response time
of the wrong button presses to make it comparable across all users and
conditions.

4.4 Experimental Task
The experimental task in the conditioning stage can be divided into
two sub-tasks. The experiment objects are placed in the participant’s
FoV as a prerequisite. The first step for participants was to view the
object (box) with their hand in a neutral position without raising their
elbow. The second step for the participants was to lift their hands
and perform drag or hold interaction with a five-finger grab, as shown
in Figure 4. They could move, rotate, or stack the boxes with direct
two-hand interaction [49].

For the trial stage, a pressable button with a holographic feature
was designed for direct finger interaction [2]. To compensate for the
absence of tactile feedback, it incorporated a depression mechanism.
This mechanism gave the feeling of pressing down when the fingertip
touches the button, allowing the button to move seamlessly with the
fingertip’s depth. Activation occurs when the button hits a designated
depth (on press) or moves beyond that point and is released (on release).
It adds a sound effect to provide feedback when the button is activated.

4.5 Measures
We measured presence using three questionnaires: the Witmer and
Singer presence questionnaire (PQ) [94], the Igroup presence question-
naire (IPQ) [65, 66], and Slater-Usoh-Steed questionnaire (SUS) [75].
PQ provides the four factors: sensory fidelity, immersion, and interface
quality. The SUS and IPQ are based on three factors: the sense of
physically being in the virtual environment, realism, and involvement,
which could be beneficial regarding causality [90]. Presence scores
for the questionnaires were obtained using 39 items (6 SUS, 14 IPQ,
19 PQ) on a 7-point scale. We did not modify any of the questions.
We asked an additional prompt question (how connected do you feel to
this virtual world?) on a 10-point scale during the conditioning stage
and between trials. The reaction time was recorded by our software on
HoloLens 2. On average, we collected four reaction time measurements
per trial, totaling 40 data points per participant for the ten trials. The
reaction time is measured in milliseconds (ms).

4.6 Pilot Study
Before initiating the main study, we conducted a pilot involving six
participants to refine the experiment’s parameters, ensuring minimal
environmental biases and optimal reliability. The talk-aloud protocol
gathered feedback on participant comfort and observations without
swaying the experiment in favor of any specific parameter.
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Fig. 5: The outline of the user study procedure.

Conditioning Stage Parameters In the 10-minute conditioning stage
(boxes experiment), participants showed boredom by 5 minutes. By 3
minutes, 4 out of 6 reported lost interest. All preferred box placements
close to the table’s edge.
Pattern size and number of trails In Corsi Block-Tapping Test [10], a
typical adult can correctly recall pattern size between 5 and 6 blocks
(buttons). Patterns exceeding 7 blocks prove challenging for most,
though individual capacities differ [41, 54]. Our pilot assessed pattern
sizes of 3 to 6 buttons, randomized for each participant. To evaluate the
appropriate number of trials, we introduced feedback buttons “bored”
and “too much now” and monitored both response times and correctness.
Despite correctness being tangential to our study, its assessment ensured
participants could complete sequences (most of the time). Our analysis
indicated that the optimal structure involved a 4-button pattern size
across 10 trials, as accuracy declined and response time variability
surged beyond this for most participants.
Relax and reset pattern and duration Recognizing that cognitive
tasks can deplete participants’ cognitive resources and potentially im-
pede presence, we deemed breaks between trials necessary [79]. We
needed some downtime for participants and enough time between the
rounds to ask the prompt question and for participants to answer it
properly [41]. We experimented with a break duration of 10 seconds to
a minute and alternated between three calming patterns and no pattern.
In 4-button patterns of 10 trials, we randomized the calming patterns
across 4 trials. Participants’ feedback and performance metrics indi-
cated a 25-second break as ideal, with a preference for slower, soothing
patterns over rapid or no patterns.

4.7 Procedure

The study procedure is shown in Figure 5. Participants begin by review-
ing and signing the consent form. They then provided demographic
details such as gender, age, and familiarity with AR/VR/gaming. Based
on the gaming familiarity of participants, we assigned the participants
to the group as described in §3.5. Afterward, participants received
a briefing about the study stages (experiments and questionnaires),
scene apps, headset functionalities, expected interactions, hand poses
to perform those interactions, prompt questions, and visual stimuli char-
acteristics. Both Positive and negative conditioning groups are briefed
the same about the conditioning stage not to influence the experience
of NC intended to diminish presence. We did not explicitly tell par-
ticipants about the physical box in the environment to subconsciously
influence them to know what the physical box looks like in the MR. In
the conditioning stage, participants put on the headset, and the study
director started the box app. After 3 minutes, we asked them to answer
a prompt question, and after that, they could take the headset off. Then,
participants filled out presence questionnaires and an open-ended ques-
tion about the experiment to record the baseline conditioning presence
scores for the subsequent trial stage.

In the trial stage, participants from all groups played 10 trials of
a memory puzzle game, each displaying a four-button pattern. After
observing the pattern, participants replicated it, receiving audio feed-
back on their accuracy. In the briefing at the start of the session, all



Measure control NC NT PC PT
(µ , M, SD) (µ , M, SD) (µ , M, SD) (µ , M, SD) (µ , M, SD)

Presence Score (1-7), ALL 4.78, 4.75, 0.30 3.53, 3.48, 0.85 5.03, 4.98, 0.54 4.94, 4.96, 0.54 4.28, 4.40, 0.62

Presence Score (1-7), SUS 4.74, 4.75, 0.08 3.75, 3.65, 0.69 4.91, 4.89, 0.42 5.13, 5.22, 0.73 4.48, 4.43, 0.60
Presence Score (1-7), IPQ 4.62, 4.56, 0.41 3.36, 3.19 , 0.95 5.09, 5.19, 0.83 4.76, 4.76, 0.35 4.14, 4.06, 0.65
Presence Score (1-7), PQ 4.90, 4.98, 0.26 3.58, 3.53, 0.82 5.02, 4.99, 0.21 5.02, 5.11, 0.58 4.33, 4.12, 0.59

Prompt Score (1-10) 7.20, 7.55, 1.79 3.92, 3.56, 1.56 7.84, 7.95, 1.08 6.82, 7.15, 1.57 6.47, 6.25, 1.61

Reaction Time (ms) 4414, 4443, 1210 – 4130, 4232, 774 – 4984, 4600, 837

Table 2: Mean (µ), median (M), and standard deviation (SD) for the presence score, prompt scores, and reaction time. The control group
(control), negative conditioning group during conditioning (NC) and during the trial (NT), and positive conditioning group during conditioning (PC) and
during the trial (PT). Reaction time is not measured during the conditioning phase of the experiment.

Table 3: Shapiro-Wilk test statistics to determine the normality of
presence score, prompt score, and response time.

Metric Test Statistic p-value

presence score 0.9753 0.2614
prompt score 0.9696 0.1391
response time 0.9883 0.8373

participants were primed to answer correctly and not hastily by iter-
ating that they had to focus on the correctness of the pattern. This
was to get as many data points as possible. Between each round of
the puzzle, a prompt question is asked. After finishing all 10 trials
and prompts, participants completed the same questionnaires as the
conditioning stage and participated in a debriefing session. The entire
process, encompassing the briefing, conditioning stage, questionnaires,
trial stage, and feedback, lasted up to 35 minutes.

5 RESULTS

This section presents quantitative and qualitative results that validate our
hypothesis. We report high-level descriptive statistics (i.e., mean (µ),
median (M), and standard deviation (SD)) for the three questionnaires,
prompt scores, and reaction times for each condition in Table 2. We
discuss these results in Section 5.3. In preprocessing, we had to discard
an average of four reaction time values for each participant as they
entered the wrong pattern for at least one trial (the maximum number
of trials with the wrong pattern was 2).

Our experimental evaluation involved one independent variable, con-
ditioning, and three dependent variables, presence score, prompt score,
and reaction time. Our independent variable is categorical, while all
dependent variables are continuous. The different observations of de-
pendent variables were collected from different participants using a
between-group study design. Furthermore, Table 3 presents the results
for the Shapiro-Wilk normality test [70] for the three dependent vari-
ables, which suggests that all the variables follow a normal distribution.

The aforementioned characteristics of the results allow us to employ
Analysis of Variance (ANOVA) tests. We use one-way ANOVA to
assess the effect of conditioning on a single dependent variable. We use
multivariate ANOVA (MANOVA) to assess the effect of conditioning
on multiple independent variables. We also conducted t-tests to fur-
ther confirm the direction of change in presence scores under various
conditioning scenarios. Furthermore, we performed our subsequent
statistical analyses using individual presence scores for each question-
naire. As all the questionnaires yield the same results, we only present
the results using the aggregate presence scores.

5.1 Conditioning Effect on Presence and Prompt Score
Table 4 presents the results of a Multivariate Analysis of Variance
(MANOVA) examining the effect of conditioning on presence mea-
sures, such as presence and prompt scores. We conducted multiple
tests, including Wilks’ lambda, Pillai’s trace, Hotelling-Lawley trace,
and Roy’s greatest root, all of which indicate highly significant effects
(all p-values are 0.0000). We only report the results for Wilks’ lambda
for brevity. The results under the “intercept" section suggest a signifi-
cant multivariate effect of the conditioning variable on the combined
dependent variables. The results for conditioning indicate significant
univariate effects for conditioning on both presence and prompt scores.

Table 4: Multivariate Analysis of Variance (MANOVA) using
conditioning as an independent variable, and presence score and
prompt score as the dependent variables measuring presence.

intercept Test Stats F-Value p-value

Wilks’ lambda 0.0276 985.07 0.0000
conditioning Test Stats F-Value p-value

Wilks’ lambda 0.7036 3.5404 < 0.005

Table 5: One-way ANOVA to analyze the effect of conditioning on
presence score and prompt score metrics.

Metric F p-value η2

presence score 11.14 < 0.01 0.28
prompt score 3.99 0.02 0.12

Table 5 presents our analysis of which specific variables contribute
to the overall multivariate difference using one-way ANOVA. The
main effect of conditioning on the presence score is significant (F-value
= 11.14, p< 0.01). The effect size, measured by η2, is 0.28, indicating
a large effect. This means that the different conditioning levels can
explain around 28% of the variance in the presence score. For the
prompt score, we observe a similarly significant result (F-value = 3.99,
p = 0.02). The effect size η2 is 0.12, indicating a moderate effect.
Based on these results, we accept H1.

Table 6 presents the results for t-tests further to prove the effect
of conditioning on the presence and determine the direction of change.
The positive conditioning in the paired samples t-test led to a significant
increase in presence scores (t-stat = 4.79, p-value = 1.27×10−4).
The one-sample t-test on the differences confirms that the mean dif-
ference is significantly greater than zero (t-stat =−4.79, p-value =
6.33×10−5). The negative conditioning in the paired samples t-test led
to a significant decrease in presence scores (t-stat =−6.45, p-value
= 3.49×10−6). The one-sample t-test on the differences confirms that
the mean difference is significantly less than zero (t-stat = 6.45, p-
value = 1.74×10−6). These results suggest that positive and negative
conditioning significantly impacted presence scores in the expected
directions. We can accept H3 and H4.

5.2 Effect of Exposure on Presence
Table 7 shows the results of two-way ANOVA of gaming exposure
and conditioning on presence. The main effect of conditioning
is significant, but the main effect of gaming exposure is not (p > 0.05,
η2 = 0.027). However, the interaction between gaming exposure
and conditioning has a significant effect (p < 0.01, η2 = 0.29).
Therefore, we reject H2a but accept H2d. While we collected AR
and VR exposure data, we did not have enough participants in all
subcategories for those variables and decided not to analyze them (H2b
and H2c were not evaluated).

5.3 Reaction Time vs. Presence Score
In Table 2, we observe that the control group has values in the middle
for µ and M for all the dependent variables: presence score, prompt
score, and reaction time. During the trial, the negative conditioning
has the highest µ and M for presence and prompt scores and vice
versa. For reaction time, the trend is the opposite; positive conditioning



Table 6: T-tests for the effect of conditioning on presence (paired
samples) and the direction of change (one-sample).

Conditioning Type positive negative

Paired Samples T-Test
t-statistic 4.7925 -6.4514
p-value 1.27×10−4 3.49×10−6

One-Sample T-Test
t-statistic -4.7925 6.4514
p-value 6.33×10−5 1.74×10−6

Table 7: Two-ANOVA to determine the effect of gaming exposure and
conditioning on presence.

Effect F p-value η2

exposure 0.67 0.62 0.027
conditioning 3.03 < 0.01 0.24
exposure×conditioning 14.41 < 0.01 0.29

has the highest value. Since reaction time is not measured during
the conditioning stage, we cannot draw any conclusions about the
relationship between presence score and reaction time. However, we
can accept H5 based on the statistically significant results during the
trial stage.

Figure 7 shows participants’ presence scores and reaction times
scatter plots for individual conditioning groups and all participants. We
observe that reaction time is inverse correlated with presence score,
albeit with different slopes across different conditioning groups. The
correlation values lie in the modest range between -0.6 and -0.65. This
means that further analysis is needed to fully establish that reaction
time can be used to quantify presence. However, we can accept H7
based on our results.

5.4 Reaction Time and Prompt Scores over Time
The presence scores are collected using questionnaires at the end of
the trial stage and do not have a time-varying nature. Therefore, we
collected additional presence scores using prompts. Figure 6 shows
each trial’s prompt scores and reaction times over time. We observe
that participants took significantly longer to complete the trials at the
start of the trial stage. The reaction time and prompt scores dropped
and settled to a steady state within the first 3-4 trials. Our results show
that the presence (increases) and the reaction time (decreases) have an
expected trend over time. Therefore, we can accept H6.

5.5 Quantitative and Thematic Analysis of Subscales
While our aggregate results demonstrate that conditioning affected pres-
ence scores, we wanted to investigate the factors that contributed to
the change in presence. To do so, we disaggregated the questionnaires
into their subscales: Involvement, Realism, Possibility to Act, Interface
Quality, Possibility to Examine, and Self-Evaluation of Performance.
We do not present the results for general and spatial presence sub-
scales as they are highly correlated with overall scores. The results
are reported in Table 8. We also present a thematic analysis of the
open-ended participant responses.
Involvement. Transitioning from NC to NT, participants felt a height-
ened sense of involvement, as observed in our quantitative as well as
quantitative results. One noted, “This virtual experience felt somehow
real. It was easy to control the 3D object". Similarly, those moving
from PC to PT remarked, “It was amazing; it felt like being in a real-
life video game". In control, comments like "I thought the interface
was very cool!" indicated an engaged experience.
Realism Similarly, the shift from NC to NT highlighted an enhanced
sense of realism, which was observed in the realism subscale and
participant responses. For instance, one participant said, “The buttons
looked and reacted in a way that seemed real". Moving from PC to
PT, some described the virtual experience as more lifelike. In control
group, feedback varied, from affirmation of realism to suggestions for
improved immersion.

Subscale control NC NT PC PT

Involvement 4.63 2.45 5.55 4.99 3.81
Realism 4.85 3.04 5.86 5.54 4.43
Possibility to Act 4.41 3.43 4.61 4.15 3.80
Interface Quality 4.77 4.53 4.80 4.65 4.58
Possibility to Examine 4.73 3.07 4.66 4.49 3.77
Self-Evaluation of Performance 5.17 3.39 4.43 5.17 4.68

Table 8: Presence scores for various subscales of questionnaires. The
scores for each subscale are aggregated across all questionnaires.

Possibility to Act The NC to NT transition conveyed greater agency,
as illustrated by remarks like, “The buttons in the VE were responsive”.
For those transitioning from PC to PT, challenges were highlighted,
such as the less control. Feedback was mixed in control, with few
suggesting they desired a more intuitive experience. Our quantitative
results corroborated with the qualitative findings.
Interface Quality Feedback from NC to NT emphasized certain as-
pects of the headset. Some participants pointed out the limitations of
FoV. Transitioning from PC to PT, participants pointed out areas for
improvement. One comment encapsulated a common sentiment for the
control group: “The colors are not always consistent. They change
when you look from different angles or adjust the headset”. However,
since the interface quality did not change across groups, there was no
significant difference in presence scores for this subscale.
Possibility to Examine Curiosity underpinned the shift from NC to NT,
reflected in comments like “This time was more immersive as I could
interact with the buttons". Those transitioning from PC to PT discussed
adjusting to the environment. control group participants provided
varied feedback, from appreciation of consistency to suggestions for
deeper interaction. Our quantitative results corroborated the findings of
our thematic analysis.
Self-Evaluation of Performance Participants transitioning from NC to
NT noted improved confidence in navigating the VE, which manifested
itself in the questionnaire subscale scores. Those from PC to PT
provided balanced self-assessments. Feedback from control covered a
range, including positive remarks like “It was great, and I enjoyed it".

6 DISCUSSION

We measured presence across three groups: positive, negative,
and control. With a notable effect size of 0.29 for the total presence
score, it is evident that our cognitive and sensory/perceptual manip-
ulations substantially influenced participants’ immersion in the MR.
This significant effect underscores the pivotal role of conditioning in
shaping an individual’s sense of connection in VE. In the following
discussion, we delve deeper into these findings.
Overall Statistics and Normality The observation that the control
group has median and mean values in between those of the two condi-
tioning groups for all measured variables reinforces the notion that the
control group acts as a neutral benchmark. This positioning highlights
the opposing effects of positive and negative conditioning. Furthermore,
the normal data distribution for these variables ensures the validity of
subsequent parametric tests and analyses.

6.1 Presence
The Conditioning Effect H1 postulated that manipulation in condition-
ing would lead to a change in presence. The strong significance shown
in the MANOVA and one-way ANOVA results emphasizes the robust
impact of conditioning on both presence and prompt scores. Notably,
the variance in presence score can be attributed to conditioning up to
28%. This was profoundly evident, with both positive and negative
conditioning groups exhibiting shifts in presence scores, solidifying
the importance of initial experiences. The gradient of effects between
positive, negative, and control groups further underscored this.
Gaming Exposure’s Complex Interplay on Presence While H2 ex-
plored the interplay between gaming exposure and conditioning, our
results revealed that mere exposure was not as critical as its interaction
with conditioning. The primary takeaway here is that while gaming
exposure in itself does not notably influence presence (leading to the re-
jection of H2a), the combination of gaming exposure with conditioning
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Fig. 6: Presence vs. Reaction Time: Presence decreases as reaction time increases. Reaction time and presence also show a modest correlation:
(a) overall (-0.64), (b) control (-0.62), (c) positive (-0.66), and (d) negative (-0.64). Each blue circle represents a study participant. The black line is
the linear regression fit for the data.
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Fig. 7: Average prompt score and user reaction time for different
conditioning groups. User reaction time recovers, and prompt
score decreases over time.

does. This aligns with our discussion on the conditioning continuum,
suggesting that our pre-existing biases from gaming do not operate in
isolation but dynamically interact with new conditioning experiences.
The acceptance of H2d underscores the complexity of these interac-
tions and emphasizes that it is not just the individual factors but their
synergistic effects that play a pivotal role in shaping MR experiences.
Counterintuitive Interplay of Conditioning and Presence The re-
sults from the t-tests offer a nuanced view of how different conditioning
scenarios (positive and negative) specifically impact presence. H3
and H4’s predictions about positive and negative conditioning impact-
ing presence scores were validated. The heightened presence scores
post-negative conditioning, as discussed, might stem from a mix of
heightened awareness and adaptive response, while the positive condi-
tioning experience aligns with the traditionally understood immersion
dynamics. This inverse relationship in positive and negative condition-
ing outcomes leads us to accept H3 and H4.
Dynamic Shifts in Presence H6 considered the possibility of presence
evolving over time within a single session. The drop and subsequent sta-
bilization of presence scores and reaction times in our results reinforced
this, indicating that a participant moved from initial acclimatization
to eventual comfort. The data showcasing reaction time and prompt

scores over time is particularly revealing. The noticeable trend of par-
ticipants taking longer during the initial trials, followed by a drop and
stabilization, highlights the learning curve ending at acclimatizing to
the virtual environment. This aligns with H6, emphasizing that their
response times decrease as users become more acclimatized (or their
presence deepens). It also indicates participants transitioning from
conscious effort to a more automated, instinctual interaction pattern as
the become familiar with the virtual environment.

6.2 Reaction Time
Presence and Reactions Time With Hypothesis H5, the suggestion
that change in presence would correlate with a participant’s reaction
time was empirically validated. As participants felt more “present”,
their reactions streamlined, reflecting their comfort and ease in the VE.
Reaction Time as an Indicator of Presence The inverse correlation
between presence scores and reaction times resonates with our hypothe-
sis H7. While the correlation values are modest, the consistent negative
trend across conditioning groups suggests that as participants feel more
’present’ in the environment, their interactions become swifter, more
intuitive, and more fluid. This potentially cements reaction time as an
objective, quantifiable proxy for presence, augmenting the traditionally
subjective nature of presence measurements.

6.3 Implications
Reinforcement of Conditioning Effects While reaction time was not
directly measured during the conditioning stage, its nuanced manifesta-
tions during the trial stage, particularly its inversely proportional rela-
tionship with presence scores, accentuates the conditioning’s residual
effects. The fact that negative conditioning led to heightened presence
scores but longer reaction times, while positive conditioning had the
opposite effect, further underscores the conditioning’s role in framing
and influencing subsequent MR interactions.
Qualitative Observations The qualitative insights derived from partici-
pants echo the quantitative findings, offering deeper contextual ground-
ing for our hypotheses. The heightened sense of involvement and the
nuanced perception of realism, particularly when transitioning from
NC to NT or from PC to PT, provide empirical evidence supporting H1,
which posited that conditioning influence presence. This congruence
between subjective narratives and objective measurements underscores
the validity of the hypothesized relationship. Furthermore, comments
about the quality of the interface and the participant’s ability to act
or examine within the virtual space are particularly revealing. These
feedback points reflect the embodied effects of conditioning, which,
according to H3 and H4, would manifest in enhanced or diminished
presence based on the nature of the conditioning. The participant self-
evaluations, indicating varying levels of confidence and self-efficacy in
navigating the MR environment, further strengthen the link between
conditioning and subsequent user behavior, solidifying the foundations
of our hypotheses. Participants’ qualitative feedback dovetails with our
hypothesized outcomes, reinforcing the importance of conditioning in
modulating presence in MR environments.

By triangulating our insights with the established hypotheses, it
becomes evident that while our predictive framework was robust, hu-



man interactions with MR, influenced by conditioning, are layered
and multifaceted. The hypotheses provided a structure, but the rich-
ness of the data, coupled with our detailed discussions, truly brings to
light the depth and complexity of the human experience within MR
environments.

7 LIMITATIONS AND FUTURE WORK

While our research underscores the significance of conditioning in
modulating the sense of presence in MR, it’s essential to recognize
inherent limitations and avenues for future exploration. The study’s
participant cohort was limited to 62 individuals, and the results might
exhibit more variations with a larger sample. Additionally, the design
of the conditioning scenarios (positive, negative, and control) could be
expanded upon. For instance, the nuance of mixed or alternating condi-
tioning stimuli remains unexplored. Aspects such as object realism and
plausibility, which we have considered, could be redefined or extended
as technology advances. The current study was also limited in scope
by primarily relying on the relationship between conditioning, pres-
ence, and reaction time. A holistic understanding would benefit from
including other cognitive, psychological, and physiological measures.

Further, given the intricate interplay between technical familiarity
and conditioning, it might be beneficial to probe deeper into the speci-
ficities of prior technological exposure. How might a user, seasoned in
VR but naive to AR, react compared to one familiar with both? Future
research could also explore more human factors, such as memory reten-
tion, cognitive load, agency, genetic predisposition, lifelong-habitude
or emotional resilience, and their impact on presence in MR and its
correlation with reaction time.

8 CONCLUSION

In this explorative study (N = 60), our research has illuminated
the intricate relationships between conditioning, presence, and
reaction time in MR. The way users are conditioned has profound
implications on their sense of “being" within a virtual space and how
swiftly they react within it. Through between-subjects study, we have
derived critical insights into how prior experiences (conditioning),
both positive and negative, shape user immersion and interactions (pres-
ence) and responsiveness (reaction time). We identified a notable effect
size (0.28) between presence and conditioning, underlining the
influence of a user’s prior experiences on their sense of presence. Ad-
ditionally, the correlation between presence and reaction time
(-0.64) was indicative, suggesting that as users feel more "present,"
their response times may become more reflexive. These findings not
only enhance our current understanding of MR interactions but also
suggest that reaction time might emerge as a valuable indicator of
presence in future MR applications with more exploration.
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